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ABSTRACT
"

This puper is concerned with an empirical evu.lus.tion of the relative
perfonunce of several selected edge detectors for ‘the detection of edge struc-
F ture in noisy digitized images. In.pl.rticuls.r, ve consider both the Hueckel

opera.tor nnd a recently introduced cls.ss of edge detectors implemented as two-

dinensional infinite inpulse response (IIR) or recursive digital rilters. The

1 , latter were. origindly developed on the ba.sis of least mes.n-squa,re Wiener

spatial filtering concepts.r_or an _sssmned stochastic model of edge structure

= in typical insqery ds.ts.. These two schemes are compared with respect to per-
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fornonce, cmputs.tions.l complexity and suitability for specific applications.
i Problems in making these comparisons are discussed. The implementstions of

both operators used for this comparison ‘are described in detail. |

-

T




I. Iuntroduction:
A murrihg'problen in pattern recosnit;on applications is the detection
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of edges in ‘dii.gitized ilqges. Here we utilize the intu;.tiv_e notion of an edge
element as a picture elemegt (pixel) lying on the.bouhdary between two obJecté

or regions of widely different gray levels. 'l'he requirements of a good edge

detector 1;1 this context are that it responq_ only to true gdge structure and
be relatively insensitive to noise and/or spurious detai;l..‘ Additionally, ve

would expect that the edge detector possess a computationally efficient reali-
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zation. Unfortunately, very lij;tle 1nfomtiop is available conéq_rning the

relctiv'erpez'-fqmnnce,and/or computational complexities of various edge detectors
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operating on wide classes of imagery data. A possible exception is t}le work by
Bullock [1] although even here a rather restricted c’lass of images were consider-

ed and no qonaiderttiqn was given to questions of camputationa.i complexify.

This paper is concerned then with an enpirict_!.l eva.lua.tiqg ofA the relative
perform.nce of.lg{grgl _selqc_ted edgg detectors for the dgtecfiqn;of edge
gtructurg in noisy or textured images. | In particu;l._a.r, we consider bothvthe Hueckel
operator [2],{3] and & recently. introduced class off edge detectors[l] implemented

as tvo-dimensional (2-D) infinite impulse response (IIR) or recursive digital '

filters. The latter were originally developed on the basis of least mean-square

Wiener spatial filtering concepts for an assumed stochastic model of edge struc-
ture in typicel imagery data. These two schemes are compared with respect to
perforsance, equtrtt_'tiqntl complexity and suitability for specific aﬁplications.
ror,,.cmim-piﬁqnq ve also consider the b-point I.o_,}placj_.a.n'.pﬁe_rator. "l'h‘g
specific implementations of both the Hﬁeckql_. and Wiener opez"c.ton' ‘employed in
tl'uiq, n'.cw,,mdut;um in '.dgtgil. .
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Relntive enlua.tion of edge detector performance is of necessity some-

vhat.h_euristic. The perticule.r application generally dictates the seriousness
of missed, ,sn\n‘io\‘n, or excessively thick edges. Indeed, for most real-world
imges; the (iifi‘erentietion between true edge structure and spurious detail is
somevhat arbitrary. ﬁeﬁertheiess, it ia expedient to rely on visual evaluation '
criterion,'however sub.jective this may be, to assess the accuracy with which the
edge detector output represents the essential "edge informa.tion" This is the
approach taken here. ’ ‘

| In esseuing the computational ‘ourden associated with various edge detectozjs,
it 1is egain difficult to define mee.ningtul quantitative measures. The éost of

operation depends npon the precision requ.ired as well as the type of opera-
tion (addition/lubtraction vs. nultiplication/division) The relative costs
of the_operatione vn.riel frou machine to machine for programs vritten at the
assembly lengunge level and is even lese_ determinate vhen a higher level language
is used. Also the inherent atmétuel comnlexity of the algorithm must be con-
sidered as & simple algorithm lends itself more .readily to implementation in a
special hardwe.re proce'ssor. To the extent’pouible,.'these factors have been
‘vaken into consideration in the assessment of releti’ve computational complexity.

'Finl.l:ly/, all experimental work was conducted on the RPI image processing :

facility. Basically, this is & versatile hardware/software system for the digit-
izetion, proceuing'and display of image data. The system is configureo. around
& Varian 620/1 niniemter with 32K core storage, .and, includes a 5 megabyte
disk for storage of i-‘ege files. Additione.l dettill of this system are deucrib;
ed in [5]). The softvare support is eoded in ul-bly langusge to minimize pro-
cessing tinu s0 that the fecility can be used intenctiveh' In the work des-

eribed here, the loncut processing time for s -in¢1e opere.tion on a 256 x 256
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raster image is on the order of a minute. The system includes locally written

routines that provide efficiept 1/0 for fixed length random access files (e.g.,
images).
II. Preliminaries:

In choosing a criterion for comparing the r;lative perf:prmance of these oper-
ators, consideration must be giv;!n tp‘the intended‘ use of the output. An edge
operator vhich responds to.the bbun'dm,}between two objects by .’L_ndicé.tiné many
small line‘sepents. which are close togethef and parallel but.n.ot necessarily
conneéfed‘wnld not-px;esenj'té a serious prqble;n to a higher level processor which
wvas capable of interpreting each line agsmén_t in context with surrounding segments.
To a.,coqtox_ﬁ tming._algorithn,'hwgver, thg excess of mked edge points plus
the large number of ulternate;paths; represent & computational burden. We are
implicitly assuming here that the contour ﬁracing algorithm is :unplem;nted as
some form of heuristic tree searching algorithm such as described 1n [6). In
addition, it a constraint of finite storage 1_s.fqnposed, the:mﬁltiplicity of '
potential paths sg created makes it more likely that the algorithm will discard
all correct paths and frail to extrqcf. a complete contour. The Hueckel operator
is an example of such a processor; its reﬂsults are based on data in a local area
and need further interpretation in order to provide conclusions sbout the content
of the image. The.v_liqnqr operg};or, on the other hand, makes decisions. a.bou&. the
presence of an edge on a point-by-point .buis_,but utilizes observations ;
over the entire image field. It has been designed so that it tends to divide
the image into contiguous disjoint regions by marking as edge elements continuous

strings of points. This feature is especially valuable to'a contour tracing

algorithm of the tree searching variety.
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l Obtaining meaningful measurements of the computational burden associated
with an a.lgorithli requires 'careﬁil cono:lderat:lén of the types of operations
performed ﬁ.nd the precisiog required for each and is further complicated 1if

r conditional branches are pres_ent; The programs described here use two levels

of precision: 16 bit and 31 bit f:lxed‘péint arithmetic. The following table,

although somewhat a;ﬁ:itrary, has been used to provide a measure of relative

computational costs:

i
(Rt ]

Operatién ; oo Cost -
bit addition or subtraction | 1 operation
bit multiply 1 3 operations
bit iddfsu't;tract 2 operations
bijl; multiply 12 operations
bit squn.fg root 20 operations

]

T sl

BRERR

TABLE . 1
Assignment of Relative Computational Costs

In making these comparisons it should be kept in mind tliat & recursive

algqrithn is generally easier to program obtim;ly and »_furthemore ;s more
readily implemented as a special hardware progqséor. The Hueckel épefator is
not of this 'catésory. vblhgn‘de,slcribed Ij.n a high level lmguaée it is déceptively
simple; when eivpreued‘ in‘terins of p@chvine level code (1,e., assembly language)
it-‘Bébo:es very lengthy and quite conplicatetl_. The Wiener_qperafor, §n the.
othe? hand, cqns:llt; of a 2-D recursion relation which is readily written in

assexbly language and for wvhich & special processor could easily be built.

The method of useage of the operator must also be taken into consideration

as situations may occur whgre information is needed about only a part of the

= i

image. The Hueckel operator is readily applied to subsections of the image

since each application uses as imput only gh,t_s‘in a finite local area. Since

thc Wiener operstor is recursive 1t mt’bc applied to the entire image in

order to cbtain information sbout any part of it. '
o
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III. Wiener Operator Description:

AThe Wiener edge dgtecfor is derived by formulating the problem of edge
deyection in the preoehce of noi;e as one of least meén-square error spatial
filééring vhere the desired operatign.is.the Laplecian. 'This requires specif-
ication of a ;iocha;tic model for imagés possessing 1nheregt.edge structure. A
useful model for this purpose has been &escfibed previously in [4].. According
to this lodei, the plane is parfitioned»ihfo diéJSint rectangular rgg;éqs, the
sides of which are detefminéd by a pair of mutualiy 1hdependept Poisson point
procet.ei evolving along each of the qrthogona; ‘coordinate axes. Gray 1é§els
are assigned to these eleleptary reétqngles according to e 2-D discrete Gauss-
Markov random field, Two descriptive parameters are available: A reprgsénts the

1§h11e p represents the correlation

edge density in events per unit distance
coefficient of gray levels . in contiguous regions.

The opt;nun Hiene? filter ig_cqnpletely spgcified in terms of,these two
parameters in addition to the quantity { which represents the SNR of the edge
structure process vis-id-vis the white background noise and/or spurious detail.
As shown in (4] the resulting Wiener filter is 1sotropi¢'6i£h-system transfer

s

(1)
vhcfg . Hi + u% and u&, i=1,2, represents a gpatial frequency gaupqnent.
The Wiener filter is implemented in the discrete domain as & 2-D IIR digital
filter (cf. [7], [8]). Briefly, the system transfer function of this filter is
described by ' RS D
B(z,2)) = 2 sy ’1('1’?2’ (2)

.*f_}ﬁgn-i;ifig:viqi?fﬁiiaiiivi'iinﬁ—->X&i|>q9cpurh¢,ig events/pixel.
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Hl(zl,za) 8 Ho(zl,zz)leﬂ (z1 »Z, )+z H (zl,z )+zl 2110(2:L »Z5 1y (3)

and H (zl,z )_15 a sin_xple first-order section of jhhe form

1 - 1/2(b, #1)(2] 425 )40, 2] 2
H (zl.z ) A[ —-;——I%L (4)
. L +'-“_°(zl 2 048,12 2
vhich can be implemented by the recursipn relation
) > i
Ym,n’"a (Y m-1 nﬂn,n l) l‘l_Ym-l,n-lﬂ[xm,x_;. E(b +l)(xm-1,n X n-l) ll m-1,n- l] (5)

A computer pr_og_‘ranhas been writ‘ten forv_deterni;n.ing the three coefficients
8., 8%, and \?“ a.qd the gain A a.cqording to an i‘perativé gradient "procgdure
go rgpﬁlﬁ in a frequengy respongé _for Bl( zl’za) which provides a least mean~
square approximation to the desired response Ho(r).. The details of this pro-
gran are described in [9]. In Table 2 wve summarize the results of this proced-
ure for selected vu.lues of 0, A a.nd [eg

l"inllly one further stage of process:lng :ls performed before declaring an
edge present. The output of the Wiengr filter is exa.min‘ed in 3 x 3 arrays
centered upon the point under examination at position (1,)). Each of the four
symmetrically qppqpite_ ‘pairs of points are .examined and th§ pair corresponding
to the largest ugnitudel of the quantities |

S RIS s SR D!

A = X 1.l (6)
43 ® %141,5-071,90

SR Y101 PL

1,3-17%4 et

1.&1&

i- ulcctod and & tmltin &u'oction code is u-igned to the point on the basis
of the )cir of ’ohtl m lad the lim ot their difference. Finally the above
urceua oou .u -.um are uoqtod as u.rkins an edge it for speciried
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; f ’ CgEe £=104B ¢=34B
] Filter LRSI : 2 2 M
0% ~Eéefr. ~1<p<1’ ' |. p=-0.9 p=0.0 p=0.5 p=-0.9 p=0.0 p=0.5
| ’ b, | -o.8256 | -0.8924 |-0.8252| -0.5736 |[-0.8264 | -0.8256 | ~0.7556
[ [T |awo.0129 %10 -0.2149 =0.2565 | -0.3217| -0.L654 |} -0.3602 | -0.38k0 -0.1813
5 I &, | 0.0098 | -0.2189 |-0.1579] 0.0Lk9. -0.154%0 | -0.1461| 0.0102
| .
! $ g s S 2L 0.053 0.038 | 0.025 0.022 0.015 0.0088
: b, | -0.8256 | -0.9396 -0.8460| -0.8228 |-0.8664 | -0.8120| -0.826d
; a8y, -0.2149 | -0.1989 | -0.28k9| -0.3106 |-0.3075 | -0.3686| -0.3783
: A=0.,0250 : - e
: SETRG - .11 . 0.0098 | -0.2490 | -0.1687| -0.1761 |-0.2040 | -0.1350  -0.153Y4
| 1 A 0.115 0.07 0.053 0.0k 0.034 0.023 0.015
fill -0.8256 | -0.92u4 | -0.7980| -0.8480 |-0.8896 | -0.8228 | -0.763
¢ & -0.2149 -0.1944 | -0.2925| -0.2821 |-0.2665 | -0.3326 | -0.3929
: as0.050 | P G TR T _ :
L ' \ ‘11 ~ 0.0098 -0.1929 | -0.0884% | -0.1696 |-0.2213 | -0.1575| -0.0895
| ‘A | o5 0.084 | 0.067 | o0.054 | o.0u8 0.034 | 0.023
.q, Notes: 1. For (== filter coefficients are independent of Aﬁan_d p.
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TABLE 2

2. Additional results are available from the authors.

Summary of Filter Pa.rue_texs For Selected Values of A, pand




parameters F and T the following inequality is satisfied;

-F[ X X (7)

2
1+k J+z]

Here A = max Ai and the summation is over the 3 x 3 array centered on loca-
= 1<i<h
tion (1,j). “The computations required at each pixel are summarized in Table 3.

Operation Required/Pixel
! - 16 bit multiplication 22
! B 16 bit addition -39
1 oy TABLE 3

Computations/Pixel for Wiener Operator

According fo Table 1, the Wiener Operator fequires an equivalent of 105 operations

per pixel. The program listing 1n‘Appendix:IIis included as a description of this
algorithm. '
IV. Hueckel Operator Description: .

The Hueckel operator has ﬁeen described in [3] and {4]. Briefly, the oper-
ator tries to fit an ideal eﬁge element to the image data in the domain (a circu- 1

lar disk) such that a minimum mean-squared error criterion is satisfied. An

initial step in this proeedure is the least mean-square projection onto a set

of eight basis functione Hi(k,y); i=1,2,...,8 or their discretizeq.eqﬁivalents.

A computationally efficient elgorithn has been described for fitting.an ideal

e R B L]

edge elenent to the data on the basis of this proJection. |

The Hueckel operator es used here is a hybrid between an implementation

e-ployed by Bullock [l] and thet described in [3] The resulting algorithm is
deicribed below. It wvas 1nplenented in- eesembly lenguege on a Varian 620/1i !
ulln;,lG bit_eriehnetic to conppte the,proJections Ai’ 1=1,2,...,8 onto the.

eo#responding'pesis'funqtions. Due mainly to dynamic range problems it was

i
|
0
I
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found necessary to employ 31 bit fixed point arithmetric in fitting an ideal
edge element to the projected data. The calculation of the projections Ai’ i=1,
2,...,8 takes advantage of all symmetries present in the basis functions. This
part of the operator executes in approximately 25 seconds for a 256 v 256 image.

In compuxing'discretized versions of the basis functions the circular disk
is assumed pariitioned into 69 square regions as indicated in Fig. 1. The dis-
cretized basis functions Hi(J), i=1,2,...,8, J3=1,2,...,69 were determined by
numerical integration of the corresponding Hi(x,y) over each of the 69 square
regions. That is, for an interior square we define.

B (3) = I J H(x,ylaxdy 5 1=1,2,...,8

5, 3=1,2,...,69 (8)

where SJ is the square region of integration appropriate for the j'th square.
Bgsis functions corresponding to squares along the periphery of the disk have
been modified to includé edge effects. In particular, sections of the disk
not in any of the 69 sqﬁares'as shown'ianig. 1. are included in the region

of integration for the cofresponding-adjacent squares according to+

B(2) = J ié,AHi(""y)d"dy

H (5) = I I H (x,y)dxdy + —-I I H (x,y)dxdy

Hy (6) = I I H (x,y)dxdy * —I I H ¢ (xsy)axdy (9)
5

and so forth eround the disk. For éompleteness, the underlying basis functions

Hi(x,y), 1-1,2;...,8 are défined'ip‘Appendix_I $

+. It should be noted that the basis functions H,(x Sl 8 vanish

idcntictlly outside the disk of radius 9 ﬂ pixels.

._9
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For each application of the Hueckel operator an edge is indicated in a
L x 4 block by marking each pixel whose center is within V2 pixels of the
declared edge. The computations required to carry this out have not been in-
cluded as part of the computation count. Since the operator must be applied
once for egch group of 16 pixels the total number of operations for each appli-
cation has 5een divided by 16 to produce the computational costs per pixel as
indicated in Table 4 The range of values indicated for the 31 bit arithmetic

is the result of conditional branches within the program.

Operation Required/Pixel

16 bit addition 23, L4
multiplication ~6.94
31 bit addition 1.63-3.25 (average 2.Lk)

multiplication 2.5 -4.63 (average 3.57)

square root .125-1.56(average 0.8k4)

TABLE L4
.Computationgl Costs Per Pixel for Hueckel Operator
Using the average values from Table L togethef with the normalized compﬁtational
costs in Table 1 we arrive at an effective”cqst of 169 operations per pixel.
Two parsmeters CONF and D{FF were_inciuded in the descriptions provided
by Hueckel [3]; [hj; Thefe_is some ambigui£y as.§p the physical significance of
these parameters but geﬁerally CONF sétslthe desifed con:idence level while DIFF

sgts”the snallest level difference to be accepted as an edge. A prdéram listing

describing the impliqentatipn of the Hueckel,éperﬁtor employed in this work is

-ﬁrov;ded in Apﬁéndix III from which the exact useage of these parameters can be

established.

10
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V. Results:

The Wiener and Hueckel operators have been exercised on two types of images:
digitised.versions of actual scenes and synthetic images with additive white
Gaussian noise (i.e;,'independent from pixel-to-pixel). In all cases we have in-
cluded results for the L-point Lepiacisn oﬁerator strictly for comparison purposes.
The psrticuler images'considered here Qere chosen because they exhibit performance
that is typical of what has been observed.

The times required for execution of the two programs are not sufficiently
different.to be notevorthy. The Hueckel operator was divided into two parts:
projection onto.the basis vectors_(execution time 25 seconds) and computation
(65 seconds) for a total time oi 90 seconds; The Wiener operator likewise has
been divided into two parts: linear filtering (56 seconds) and detection (28
seconds) for a total time ot'dk s¢ ~nds. :

The.periornance_of the various edge detectors is illustrated in Fig.'s 2
through 7 when the input image consists.of the nreviously described stochastic
ed~e process imbedded in a uhite Gaussian noise field. In ail'cases the para-
meters of the Wiener operator (T,F) and that of the Hueckel operator (CONF, DIFF)
have been empiricslly sddusted to optimize performsnce. The Laplacian has been
consistently thresholded on the positive peak. This causes some displacement of
edges towsrd the brighter regions. ' ! oA

It is clear from Fig.'s 2 and 3 that in the absence of noise (i.e., =)
both the Wiener nnd Laplscisn detectors perform well when there is a pronounced
change in: srsy level - across an edge (i.e., large negstive correlation) such as
vould be the case with p=-0.9. The Hueckel operstor, on the other hand. exhibits
s curious insbility to resolve closely speced edges snd a tendency to provide
lpurious edge declerstions pe.rticulerly in regions of high edge density. This prob-
lem becomes more pronounced as A, the svere;e edge density/pisel, incresses._
Theﬂsitustion_is further eecrevstedlin.the presence of 1esslpronounced.edges

corresponding to an increased correlation p across an edge. This is clearly

11
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illustrated in Fig. 4 for the case A= 0.05 and p=0.5 still with {=w. It should

-be noted, however, that the Hueckel operator is being used strictly in the

.both eble to detect considerable edge structure while preserving a considerable

-Obeerve that the w1ener operetor has a tendency to produce connected edge segment

AN N I Ml M e M e e e T OO

edge mode. Had it beenvused in the line or edge-line mode it is possible
that this problem might not be as pronounced.

The behavior as & function of SNR £ with p=-0.9 is illustrated in Fig.'s 5
and 6. Here A=0.0125 so that with this low value of edge density the edge
resolution questions raised above are not an issue. Observe that for Z<10dB
the ordinary Laplacian is virtually uselese in discerning edge structure.

The situation becomes even woree'vith increasing correlation p as illustrated

in Fig. 7 for p=0.5. The Wiener and Hueckel operators, on the other hand, are

amount of noise 1mmunity. Indeed, the Hueckel operator possesses excellent

immunity to this type of salt-and-pepper noise.

Experiments were also conducted on a synthetic image consisting of a light
circle (gna& level 6&) intersecting a polygonal figure (sr&y level 31) against
a white Gaussian noise field. The SKR is here defined in terms of the ratio of
gray level within the circle to the standard deviation of the background noise. ; !
Typical results are illustrated in Figc 8 for SNR=6dB and selected parsmeter
choicee for both the Wiener andﬁﬂdeckel operators. ‘Again the Laplacian is
virtually useless 1n discerning edge structure. Both the Wiener and Hueckel

operetors exhibit excellent: noise immunity with the Hueckel operator offering

some advantage in tnis ;ege;d. Furthermore,the noise immunity of the Hueckel

detector is observed to be a definite funct;on of the parameter DIFF by comparing
Fig.'s 8c.nnd 84. The noise immunity properties of the Wiener detector depend
in a more cc-plic;ted way upon the'p;reneters defining this operator. Parameter

choicee iliustrtted in Fig.'B vere.deternined cnpirically to be near optimum.

vhile the Bueckel operntor tendl to produce disconnected or fragmented edge segments.

iz




A Rumber of experinents have also neen conducted with various classes
of reai-uorld images. Results for a tyi)ica.l nead-a.nd-shoulders image are
illustrsted in Fig. 9 while resu;l.ts ‘for a typical chest X-ray are shown in
Fig. 10. Obserire the flexibility nfforded by the Wiener detector in that
by 1ogica.1 a.ssignnent of psrameter values one may extract different portions
of the "relevent" edge structure in typicq -real-world ime_ges. This is demon-
strated clearly in Fig. 10 and to .a lesser extent in Fig. 9. In particular,
from Fig.'s 10e a.nd 10f note tha.t the Wiener edge. detector can be "tuned" to
extract the closely spaced and sharp edge structure(as in Fig. 10e by the para-
meter choice A=0.05 and p=-0. 9)or the less frequent and more gradual edge
structure(as in Fig. 10¢ by the p&rameter choice A=0.0125 and p=0.5). The
former vould be useful if one were interested in rib structure while the latter
would be useful if instead one were interested in merely extracting the outline’
of the chest cavity. Corresponding results are illustrated in Fig.'s 10¢ and 104
fér the Hueckel opera.tor \_rhere now the pnrl.neters CONF and DIFF have been
qlpiricnlly ndJusted to e:nphesise ‘_fine'a.nd coarse structural detail respect-
liveiy. Observe the inability :ef the Hueckel operator to discern closely
spaced eld'ges." the extrene sensitivity t.o Isnlurious image detail and the tendency
to produce disconnecte(i edge segments. The Viener opera.tor is far superior in
this..regnrd. Similar con-ents apply to Fig. 9.

l‘intl]y in l‘ig.'s 11 and 12 the perforntnce of these two edge detectors

is illustrnted for tvo images exhibiting extennive and predonina.nt edge structure.

Observe min the superior 'beln.vior of the ‘Wiener opero.tor vis-i-vis the Hueckel
operator in its _tbility to be "tuned" to extrnct either fine or coarse structur-

al detail.
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] In summary the important features of the Wiener operator when applied to
. real-world images _a.re:_.' relative :lnaenllit:l\.r:lty to background noise and/or

spurious image detail; the ability to d:lacern_ between soft edges or shading

(gradual transitions) and hard edges (step transitions); the ability to dis-

& cril:lntte between cioseLv spaced and more widely épnced edge structure; and a
[_- tendency to pi'oduc_:e connected edge’ _s'egents which segment the image. These
1 properties have been shovn to be of value in a contour tracing algorithm [6]

for vh:lch‘the ?:lene_r-deteétor hé.a been used as a front end. The Hueckel oper-

] ator, on the other hand, is quite sensitive 't.o spurious image detail ,a.nd“suffers

| from an imbﬂ{ty to diqcem qdﬁ; edges and/or closely spaced edge structure.

A larger disk size and/or less coarse tppi:lca.t:lon (i.e., on smaller than 4 x 4

blockl) might help but only a.t the expenae of an :lncreue in computational

eouplex:lty. 'I’he Hueckel operator also tends to produce disconnected edge

sepenta thul' reqhir:lng more higher level processing than the Wiener detector's

output does in order to produce a contour.

ﬁ.' ' Conclusions:

| Two e@ce detection schenegl were compared with respect to performance, comp-
utational cbnplexity and anita.blilit;v.'f. for spccifié a.pplications. l?roblems in
nkins these co-pcr:llons vere discussed. and the :anlementa.tions of both operators

used for t.his cc-pcriaon have been delcr:lbed in detul._

e B — P TR —— T T —— B aun)

Both real vorld and synthetic incel were considered for the purpose of

enlmt:ln; performance. Wh:lle't.he Hueckel operator exhibited better subJect:lve

)

imn:lty to ult-cnd-pepper noise than the H:lener, the luener operator excelled
in its ebility to dilccrn betvnn lhading nnd cdcel. In addition, the Wiener

opor.tor' s tendency to producc connected boundu.riu make 1t more suitable as

*

B s ﬁmt-ond processor for a contour tracing n_lcor:lt.hg.




[ IR -~ R e

The difference in execution times for the two operators as 1mplement§d
here vas found to be ‘negligible. Hawevexl,i the recursive structure of the
Wiener §pe;'itor le‘n@é itself more re;diiy to mplemenfation as a special fxu‘d—-
ware processor. The Hﬁeckei operatof, on the other ha.nci, depends only upon
J;oca._l infornin‘:ion a.nd may therefore be aiiplieﬁ to.selected Ms of an image

resﬁlting ix; a computatj.on;.l advantage in some applications.
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Appendix I

Basis Functions for Hueckel Operator

1 A { The basis functions Hi(x,y), i=1,2,...,8 from vhich the discretized versions
H(3), 1%1,2,...,8, 3=1,2,...,69 are computed according to (8)-(9) are defined
as fpllovs. L?t (;, ;),represent‘the position relative to the center of the

{ disk in piielgliﬂThe disk is assumed of radius Sl /¥9/% pixels. Define

normalized coord;natés x= vﬁ7c9 % eand zimilarly 'y = /T/¢s §.

] ) Also

.02
62 = x? + y? (1-1)

and . ‘
Q = 2¢285% (1-2)

Bet H,(x,y)=0 for §2 >1, i=1,2,...,8 while for 62 < 1:

H)(x,y) = Q(56%-2)
Ha(x'y) - 3Qx

|
|
|
l |
” Hy(x,y) = /18 Q(x*-y*) (1-3)
|
[
[

He (x,y) = A8 Q(2w)’
He(x,y) = /b5 Q(26%-1)x

Ho(x,y) = /i3 Q‘(_aé_?-‘ll)y
Hg(x,y) = Q(-29176%-216%)
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Program to Implement Wiener Operator

Appendix II

NFIx 1S THE SIZ2E OF THE IMRGE

% 1§ THE INPUT IMAGE

¥ IS THE FILTERED IMAGE

E IS AN ARRAY OF FLAGS: © FOR NO EDGE; -1 FOR AN EDGE
YL AND YR ARE ARRAYS USED TO HOLD CURRENT AND' PREVIOUS
QUTPUTS OF THE LEFT AND RIGHT MUYING FILTER SECTIONS.
DIMENSION XCNPIN, NPIX). YANPIX, NPIX), ECNPIX, NPIR)
DIMENSION YL(Z: NPIXD, YRC2, NPIX)

CUR AND PREV POINT TO THE CURRENT AND PREVIOUS PARTS OF YL AND YR
THEY ARE INITIALIZED BELOW.

INTEGER E., CUR. PREY

CUR=1 :

PPEV=2

B11, A1@, A11, AND A ARE PRRAMETERS

OF THE FILTER THRT MUST BE ENTERED

F AND TPESH ARE PARAMETERS OF. THE EDGE DETECTION ALGORITHM
PEAD  B41, A10, ALL, A, F, THRESH

BlO=— S*(Bii+l. >

INITIRLIZE PREVIDUS LINE ARRAYS TO ZEPD

DO 100 J=1.NPIX

YLCPREY, J)=0.

YLCCUR, J)=@.

YR.(PPEY, 1320,

YRICUR, Jru8,

CONTINUE

SET FIRST LINE OF FILTERED IMHGE T0 @

DO 200 7-1;NPlh

V(l-: J;*G §

CONT INVE

MOYE DOWN THROUGH IMAGE LINE BY LINE

DO 600 1=2, NPIX-4 ‘

MAKE OLD CURRENT LINE NEM PREVIOUS LINE

THOLD=CUR '

CURSFREY.

PREY=IHOLD

SET FIPST anG - LRST POINTS QF. FILTERED IMRGE To @

»‘r‘f 1, 1)>=9,

Y“I W!N)-O
MOVE Tm THE LINE POINT BY POINT

'DO 4.0 J-Z.- WIX-!.

o
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110¢

.M

C

c

BEST AVAILABLE COPY

FIGHT MOVING FILTER SECTION

YRCCUR. J3>=-A184(YRC(CUR: J=1)>+YR(PREY: J7)~AL1+YR(PREY, J-1)
+RCI, TI+BLOHC CRCCT, J=104RCI=1, ) 1 +B1A#RCI-1, J-1)

LEFT MOVING FILTER SECTION

JLENPIX=J+1

YL CCUR. JLvn-axa~QL<cua,JL+1>+vappev,JL%—R11*VL<PPEV,JL+1>
+X<I,JL)*819*(¥f1,JL*1)+K(I—1:JL)>+811*X(I—1,JL+1)

END POINT BY POINT LOOP

CONT INUE : ,

SUM LEFT AND RIGHT MOVING FILTER OUTPUTS

0 Se@ J=2, NPIN-1 -

Y41, I>=YRICUR, JI+YL(CUR, J+1)

CONT INUE :

END LINE BY LINE LOOF MOVING DOWN

CONTINUE

ZEFD LAST LINE OF FILTERED QUTPUT

DO 7O J=1, NPIX

YENPIN, JO=0.

CONT INUE

GET PEADY TO MOVE UP THROUGH THE IMAGE

ZERO PPEVIOUS LINE ARPRY
DO 1160 J=1, NPIX

YLCCUR, J)=0,

YL CPREY, Jyu0,

YRCCUR, J)=0.

YRIFPREY: J)=@,

CONTINUVE

MOYE UP THROUGH THE IMAGE LINE BY LINE

0O 1600 11=2, NPIX-2

I=sNPIX+1~11 :

MAKE OLD CURRENT LINE NEW PREVIOUS LINE

IHOLO=CUP:

CURSPREY

PREV=IHOLD

MOYE THROUGH THE LINE POINT BY POINT

(0 1400 J=2,NPIN-1 .

RIGHT MOYING FILTER SECTION

vn<cua Ja--ﬂ10~fvnccun,J-1;+VR<PREV,J>>-a11*vprPR£v,J 1>

c 2 2t *X(laJ)*BiO*'fX('laJ‘1>*X<I*1pJ))*Bll*X(I*l:J—l)

LEFT MOVING FILT(R SECTION

18
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1400

[ §

2300
B

2400

AV IABLE copy

JL=eNPIX-J+1
YLCCUR: JLO==-R104{L CCUR, JL+4)+YLCPREY, JLI)-AL4*YL(PREY, JL+1)
c +XC1, JLI+BLOMCHKC T, JL+1D+XCI+4, JLYD+BLA*XCI+1, JL+1)>
EMD FOINT BY POINT LOOP L ’
CONTINUE

ADD OUTFUT OF LEFTY DOWN PLUS RIGHT DOWN TO LEFT UP PLUS RIGHT upP
AND MULTIPLY SUM BY A ‘
00 1500 Jsz,upxx-i
Vfl-i,13&ﬂ*'?«1—1,J>+?R<CUR.J)+?LfCUR,J+1’)

CONTINUE

ENO LINE BY LINE LOOP MOVING UP

CONTINUE

END OF FILTERING - START OF DETECTION

Z2ERO FIRST AND LAST LINES OF EDGE DETECTOR OUTPUT

DO 2100 J=1, NPIX

ECL, D=0 '

ECNPIX, Jr=@

CONTINUE

MOVE THROUGH THE IMAGE LINE sv LINE

DO 2400 12, NPIX~1

Z2EFO EDGE DETECTOR OUTPUT FOR FIRST AND LAST POINTS
ECI, 1)u@ ;
ECL, NPIX =0

MOYE THROUGH THE LINE POINT BY POINT

DO 2390 J=2, NPIX-1

DIF1sABSIYCI-1, J=1)-Y( (144, J+4))

DIF2«ABSAY.1=1; J>=V(1+4, JD>%1, 414
vxrz-nescvrx-x,J+1>-v<x+1,a-1>>
DIF4aRBSCY (L, J=1)~Y( L, J+1) %1, 414
DIF=AMAXCDIFL, DIF2, DIF3, DIF4) .

SUMaY (1, J=13+¥(1, ID4¥C1, J+1)

c ¢v<1-1,J-1>+v<1-1,J>+v<x-1,J+1>

¢ ¢v<x+1.1~1\+v<1~1,J>+v<1+1.J+1>

SUMESUMASUM4F

FLAG=D .

IF  (DIF*#2-SUM. GT. THRESH) FLAG=-1

€<¢1, J>=FLAG

END PO!NT BY POINT LOOP

CONTINUE

END LINE BY: ane LooP

CONTINVE

STOP
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- SO =5 =0 T wm ow e e pew e

AL = +HLC 40%(

*HLC 23
+HLC Iawe
+HLC B

SHLL TN

+HLC EO%¢
+HLC 8d%(
+HLC19 A
+HLC18IMC
+HL (AP e
+HL(25 ¢
+HLC26 3¢
SHLCZGIMC

A2 = +H2C Soxd

+H2¢21%¢
+H2¢ 4)%¢
+H2(22)#¢
¢H2(3Q"n‘t(
+H2¢ €)%
+H2¢ PIne
+HZ2C19)%¢
+H2¢ 203 %
+H2C . 8)%(
+H2¢23 %<
+H2(38)¢
+HZCAB W
+H2¢24) %/
+H2¢37 ¢
~H2<2’>*<
+H2C36 I

A3 = +H3¢ LO%¢
HHIC2L0 ¢
SHIC 2%

+H3C22)%¢
+H3C 3¢

+H3. 6)%C
+H3C POm(

*H3<29\*(
*H3< .)*(
¢H3f23)*(

- oiST AVAiLAgi Copy

Program to Implement Hueckel Operator

KO LO+XCA3I+R49)+K(ET P+RCEDI+RCT?I+RCZLI*NC B

A) 16-Bit Arithmetic Used in Calculating Al1-A8

™

KM, 2I4XCTOI+RCABI+NCEEI+KCEBI+R(4BI+K(2ZI+KC 4)

Re 324X C(3LO+X(675+K(39)

Re 6I+R(12I+K(E4I+K (58D

>
>

RO PI4RCLLI4KCL4 2+ X (DB +R(E3I4X(BII+RTEI+K20> >
HC BIEXCLOI+K(2I)+4K(47I4K(62)+K(60I+X(4114X (23D )~

HE 9I+KCI2)4K(61>+X(38B>

TACA9>+KCLSIHRCTLIHR(TDD

>
>

A(18)*X(iG)*X(28)*X(46)*X(52)*h(54)*X(42)*X(24) >

RCLPIHRCIBI+RCGII+NCI?)
NC2DI+NC2TI+K (4TI +KC43)>
3(26)*X(34)¢X(44)*X(36)
RIS )

K SISRCEI-RC 1)=-K(ED)
KC2LI+RCSPI-K(L3I=KC49)
KC 4)+X(68I-K(E6I=KC 2)
K(22)+%(40)=X(30)-K(48)
KC39I=N(31> >

RC EI+NCBBI=N(12)-K(64)
K¢ PISRCSI-K(11>=K(63)
KCA19I+X(SSI-R(15>=K (51>
KC(20>+XC56>-K(14>=-X (50>
KC BI+X(6BI=N(10>-%(62)
HC23I4K (41> =K(29)-K(47)
RC2\I-KC32> >
KCABI+N (B4 =K(LE) =M E2)
RC24>+%(42>=K (28> ~R(46)
KCI7I=WC3ID > ‘
AC2BI+RC43I=K(2PI=K(45)

HCDEI-RC34) >
KC AI4RC 5I-H(ESI=K (69>

x<21>*wr13>-x<49>-x<5?~
'x< 2)+X%¢ 4>=X(665-X(E8)
KC22)+K(30)~K(48>-X(40)
% 3)=KCEP> >

®KC 63+KCA2>~X(64)=-X(S5E)>
KO 734X (11)=X(62>=K(S5H)

'x<2o>+x<14>-x<ss>-x<so>

X< .)*X(iﬁ)-X(GZ)—X(CO)

.x<23>~x<29>-x<4?>-x<41>

20
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pJ
>
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o W W W
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DT SRS T

S

Wi

i

fi4

23

[

+H3C¢ 9I%C
+HZ (19> C
SH2CLEI*C
+H3¢24)%¢

+HI (LTI

+H3 25> (
+HI (26040
+H421 3%
*HIC22I4(C
+HECTDIMC
+HA (20> %
+H4 (2324 (
SHSCZBINC
+H4 242 (
+H4 (37O
+H4 (36> %¢,
+HSC S
+HSC 4dm(
+HTC €I%C
+HS( 7Iw¢
+HSC 8O (

SHG(19)# ¢
SHSCA8I™C

*HS 25 %(

+HE! SIKC NE
+HE 214

+HEC 4r%¢
+HE 22> % ¢
+HEC3DI*(
¢H|5( -5 T 14
+HE( 7o
+HE( 19 ¢

+HEC200 (¢

+HE B8I%(

+HE23>%(.

+HE (3B M

+HE18)wC

+HEC24 ¢
+HEC37ImC
+HE( 25> 4 ¢

el e Do S e

REEI4K(40)-K(30)-K(48)

KC 9I=H(61> )
RCLDIHN(LSI=K(SLI~N(5S) )
K(LBI+NCLE)-H(S2)-K(S54)> )
R(24)+X(2BI=K(46)-K (42> )

R(ATI=R(SI> >

R(2BISR(27I=H(45)-R(43> >

R(26)-K(44) )

RC21LI+K (A3 I+R(ADI+R(S7I=-R(ETI=-R(E6FI =K HI=K( 1)
RC22I+%(30I+K (4B +X(4DI=R(66>-K(E68)=%( 47=-X( 2)

REIPH>+R(ILI-RCEPI=HKC 3> >

X(20’+8(143*X(50)*X(56)-X(li)-X(SZS-X(49)-h( (@

X(23)*8(29)#X(4?)¢X(41)-X(10)-8(62)-8(60)-8( 8> )

R(ZBISRNCI2I=K(ELD-K( 9> >
8(24)#h(29)+X(46)+h(42)-X(16)-X(52)-X(54)-X(18)
X\3?)+X(333-X(J3)-X’1?) b
X(36)+X(34)-K(44)-X(26) g

®< 5)*8(49)*8(65)+h(21)-8( 13=R(12I=K(EF>=R(S?)
%< 4)+X(48)+X(66)+X(22)-X(30)-8(68)-X(40)-X( 2)

KRG BIHRCE4I-H(127-K(S8) )

RC 7IrI+R(E63I+K(DOI+RC20)-K(11)=-K(14>=-K(59)=XK(56>

K BIRCATIHRCE2)+R(23)-K(10>-R(29>-K(60)I-K(I1> >

RCLI#K(FLI=RILTI=K(TS)> )

8(18)*X(46)+Kk52)+8124)-xf16)-X(28)-X(54)-X(425

Re2S >+x<45>-x<2?>-x<43>4>
BrERCEDI-K( LD=K(ES)
R(21)4K(B?I=K(13>=-X(49)>
RC 4)+%CEBY=K( 2)=K(E6)

oW W W

®(39)=R(31) >

K 6IHR(SBI=K(L2)-K(64)
nC ?>+x<sa>-x<11>-x<63>’
RCAPI +X(SS)=K(HLI=R(1S
xcae>+x<ss>-x<14>-x<ge>
K¢ BI+R6@I-K(10>=X (62>
x<23>+x<41>-x<¢95-x<4?>
X(38>=K(32> ) :
x<1e>+x<s4>-x<1s>-xrsz>

AVARV ARV A A 4

~

,h(24)+X(42)-K(20)-X(46) b

RC3?I=R(33) )
RC2BI+K(43)~K(2TI=K(4S) )

-

e R 1 v YT SRR

’*im-:'*_‘._.




+HELTEIRC
+H7C 13%(C
+H7 218 ¢
SH7 ¢ 2%
+H7C22% <
+H7C 3D%¢
+H7C €I
+HT TIme
+HP(20)%¢
SHTC BIKC
+H7 (23 3%
+HPL 9I%(
+H7C19I%C

+HT (A8 % (.

+H7 (243 %(
+H7CL7I%¢
+H7 (25)*(
+H7 . 263%¢

CHEC 1)>%¢

+HBC¢ 23«
+HIC 3O%(
+HBY 63%¢
SHBC 7o%C
+HBC 8dm(
+HOC Dkl
+HE A9 AL
+HBC18I%(
+HBCAT7IxC
+HBC25)4 ¢

+HB (26 )%(

+HB35 %/,

ROIEI=NC24) D

K¢ 1I+K( SI=K(ES5r~H(69)
KC21)4K(13D=KC49>=K(S7>
R( 2I+%C 4)-KCE6I~K(E8)
KC22X+MC(30>~X(485-K(40>
K 3)=%CETY O

KC 624XC12)=N(64)>=-K(S8)
K¢ 7I4RCLLI=RCEZI~R(59)
KC207+X(14)2-KX(S5EI-X (58>
RKC 8I4RCLOI=X(E2)=-X(EB)
K23 D+K(29)-K(47r=-K (41>
K 9I=-K(6L)> O

HKCL9H+R(1SH>=K (51 >~K(35)
RK(ABI+RCLED~K(SZI-K(S4)

x<245+x<¢€>-x¢4e»-x<42>
RCAPHI=K(S3> >
X(25)+X(2?)-X<45)-X(43)
A(26)~K(44)> >

.19 3)+X(31)+X(6?)+X(3°)
K 6I+KRA2I+K(E4>+R (T8

VWV W v v W W

'

?
>

BEST AVAILABLE.COR

.19 1)+K(13*+h(4ﬁ)+X(6.)+X<69*+X<5?)+X(21)+X( S
X 22451 23)+X(48)+X<66)+X'685+X(40)+X(£2)+X( 4>

K PIFRCLLI+NCL4I+XCSOI+XCE3I+K(SII+K(TE> +X( 20>
XC BI+NCLOI+N(29) +K (A7) +RCEZD +RCERITKCALI+K (23D

KC QI+R(I2O+K(E61I+KX (3B
KL +R(LTIHR(SLH+K (S

o8
>

KCABI+RCLEI+K( 28I+ K (46D +X(S2I+ K (54> +X (42> +X(24)

KCLPI+RCIZI+RCSBI+R(IP
RC2TI+R(27I+KC45I+K (43>
x<2s>+x<34>+xr44>+x<3e>
RCIS . :

22

b

y

)]




B) 31-Bit Arithmetic Used in Fitting Ideal Edge Element

REAL 91,ﬁ¢,93,ﬂ4,nr A6, A7. AS. AZ6. AZT, AZ27, 1FU2

FEAL E1.E2. €3, E4, ES. €6, G1. GZ. GF, CX, CCX, CY, CCY

REAL MU, NU. UB, U1, U2. U3, KA. W; FF, BP. DP, DIFF. DIFFS

FEAL EDJS. TF, CONF, CONFM1. RM, BM, DM, TM. THRESH, MAXERT

THRESH = . 0091

MAXBRT = 25.

DIFFS=DIFF*#2 .
CONFML=1-CONF

HZE=AZ AR ZHREAH2

AST=AZHA2+AT 2
RZ7=AZ7+A26
IPUZ=ALAKZHAZT+AGMH2+ATARZ+RSANZ

2 A% T A
IF 1PU2 LT. 274P1/64 GO TC DISA %'3? AVMMB[E COP
Ei=01/3 >k, SkAL S .

E2=02/3) %%, S+A4

ESm(2/3 0%k, ST

Ed=2EL+E2+ (ARE-A3T I /2

ES=24EL+EI+A2*AZ+AEHAT

B1=STGNCE2WEA+EIHET ) HSART (E2HA2+E 3442 )

COR=Gi*E2+E4 :

COY=GANEZ+ES

B2=SORT CCRKA2+CCY 2

CON=CCN/ G2

CCY=CCY/G2

E6=E2#CCR+EIHCCY

SIGR2=E1+A2+RZ7/2+AER#2+ECH #2+E4RCOX+ESHCCY

IF S1G2/IPUZ+{1-CONF »*#S 162442/ (S1G2M+Z+DIFF*423. LE 1. & GO TO DISA
GIm( 2% L+CCHI Ihk, S

IF GI-THRESHC@ THEN cv=sxe~rrcv; ELSE CY¥=CLY/G2

CH=G3,2 '

UB=AZCH+AZHCY >

UL=CEL+EE ) »Iwa—1/2

UZ=CAGHACHHATHCY ) #Gk—, &

UZ= UL-2+A8 ) /S

NU=ULAn2-U24U0

IF ABSCNUD-THPESH, GT. @ GO TO NTRIC

IF ABS/MU). LE. THRESH GO TO DISA

IF ABS(U@). GE. THRESH GO TO TRAUONZ

IF ABS/U1)>. GE. THRESH GO TO TRULNZ

IF ABS(UZY, LT. THRESH GO TO DISA

e M N G WAL
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% E
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7 SRUSRCI &

1 A p—
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|| S R

ALTRF

MTEST

TTEST

L |

ER=UE 02 ¢
GO TO KTEST

FA=UL U0

G0 TQ KTEST

2 FR=Uz/01

530 TO KTEST

MU=UZ24A42-=018U3Z

FR= L LANZ2-UERIZ 5 /28N

bl=F R 2= /NU ’

1F AESCHD-THRESH. LT. @ GO TO KTEST
IF W LT @ GO TOQ COMP
W=S0FT LD

F=¥ A=l

BF =k A+l

EBH=1~-RM&*Z

EF=1-FP+x2

IF ABSPM>. GE. . 87 . OR. RBSCEP .
DM—&’““»**- S*fUG*RP—Ulﬁ/BM**2
THM=DMA W

[P =20 28 2k~ S UL-RIEUAD /BP*2
TP=DF W

A Iw M ..ni:l.EA COBY

GE. . 87 G0 TO ALTRF

IF ABS THM>. GE MAXBFT OR RABS/<TP). GE. MAXBRT GO TO ALTRP

30 TO TTEbT

TI=&1

FF=FH=UL U

IF ABSCPF). GE. ©. 52 GO TO DISA
TP=UIG, C (L-PP*#2 ) *h 2% SO3F4 )

IF ABS/TF)>. GE. MAXBRT GO TO DISA

GO TO TTEST :

IF KA. GE. 14 GO TO DISA

PH=PF<KA
TMSTF-UM*2/COPT<1*PIJ/fi-hﬂ*wzﬁ**d
EGISETU+TP

IF ABS(THeTF. GT. MAXBRT GO TO ALTRE

P=fﬂBSfTM'*Pﬂ¢ﬁBSfTP5*FP>/fREEfTH7+HB<(TF)‘

. IF EDJSxD0 GO TO CRIT

EDIS--ED IS
CAs—Cr
Cys=CY
Pa-f

2h




CRIT GO TC EXIT
COMPM  P=KA
EDIS=6
E~IT FLAG==4
i FETUEN
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Fig. 1

Scheme for determining discretized basis functions.
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L a) Original Image b) Laplacian
l c)Wiener Operator d) Huecke! Operator
' Fig. 2
Perfcrmance of Edge Detectors on Random Field for A=.025, p=-.9, == :
(a) Original image; (b) Laplacian; (c) Wiener operator for F=.3 and
T=125 ; (d) Hueckel Operator for CONF=.75 and DIFF=1.
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a) Original image

c) Wiener Operator

Fig. 3

b) Laplacian

d) Hueckel Operator

Performance of Edge Detectors on Random Field for A=.05, p=s~-.9, f=w:
(a) Original image; (b) Laplacian; (c) Wiener operator for F=.3 and
(d) Hueckel operator for CONF=,75 and DIFF=1.

T=125;
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a) Original Image b) Laplacian

c)Wiener Operator d) Hueckel Operator

Fig. b

Performance of Edge Detectors on Random Field for A=.05, p=.5, {=%:
(a) Original image; (b) Laplacian; (c) Wiener operator for F=.9 and
T=3.13; (d) Hueckel operator for CONF=.75 and DIFF= 1.
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a) Original Image b) Laplacian

c) Wiener Operator d) Hueckel Operator

Fig. S
Performance of Edge Detection on Random Field for A=.0125, p=-.9, A=104B:

(a) Original image; (b) Laplacian; (c) Wiener operator for F=.5 and
T= 344; (4) Hueckel operator for CONF=.95 and DIFF= 9.
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a) Original Image b) Laplacian

c)Wiener Operator d) Huecke! Operator

Fig. 6
Performance of Edge Detectors on Random Field for A=.0125, p=-.9, Z=3dB:

(a) Original image; (b) Laplacian; (c) Wiener operator for F=.25 and
T= 235; (4) Hueckel operator for CONF=.95 and DIFF= 9,
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b) Laplacian

c) Wiener Operator d) Huecke! Operator

Fig. 7

Performance of Edge Detection on Random Field for A=.0125, p=.5, {=3dB:
(a) Original image; (b) Laplacian; (c) Wiener operator for F=.7 and
T= 9.4; (d) Hueckel operator for CONF=.T5 and DIFF= 5.
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a) Original imoge b) Laplacian
||““‘!!“““‘|“|
c)Huockol; CONF =.78 d) Hueckel ; CONF =.75 ,
DIFF =8
o) Wiener ; A=0.028, p=0.; {)Wiener ;A =0.0i28, 5.5
;-S.F-.I.T-QOOO £=3,F=.2,T=250
Fig. 8

Performance of Edge Detectors on Synthetic Image: (a) Original image;
(b) Laplacian; (c) Hueckel operator for CONF=.75 and DIFF= 1; (d) Hueckel
operator for CONF=.75 and DIFF= 5; (e) Wiener operator for A=.025, p=0,
{=34B, F=.1 and T=625; (f) Wiener operator for A=.0125, p=.5, L=34B,
F=.2 and T= 3.91.
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a) Original Image b) Laplacian

¢) Hueckel ~ Fine Detall d) Hueckel - Coarse Detail

o) Wiener - Fine Detail t)Wiener - Coarse Detail

Fig. 9

Performance of Edge Detectors on Typical Head and Shoulder Image:

(a) Original image; (b) Laplacian; (¢) Hueckel operator for CONF=.TS
and DIFF= 1; (4) Hueckel operator for CONF=.85 and DIFF= 6; (e) Wiener
' operator for A=.025, p=0, L=3dB, F=.5 and T=1.56; (f) Wiener operator
for A=,0125, p=.5, {=3dB, F=.2 and T=,.08.
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a)Original Image b) Laplacian

¢) Hueckel - Fine Detail d) Hueckel — Coarse Detail

" @)Wiener ~ Fine Detail f) Wiener - Coarse Detall
Fig. 10

Performance of Edge Detectors on Typical Chest X-ray: '(a) Original image; "
(b) Laplacian; (c) Hueckel operator for CONF=.75 and DIFF= 1; (4) Hueckel :
operator for CONF=.85 and DIFF= 6; (e) Wiener operator for A=.05, p=-.9, g
z=104B, F=.5 and T=1.56; (f) Wiener operator for A=.0125, p=.5, {=3dB,
F=.2 and T=.08.
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e) Wiener - Fine Detoail f)Wiener - Coarse Detail

Fig. 11

Performance of Edge Detectors on Outdoor Scene 1: (a) Original;

(b) Laplacian; (c) Hueckel operator for CONF=.75 and DIFF= 1; (d) Hueckel
operator for CONF=.85 and DIFF=6; (e) Wiener operator for A=.05, p=-.9,
§=104B, F=.3 and T= 125; (f) Wiener operator for A=.0125, p=.5, {=3dB,
F=.2 and T= 3.91.
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a)Original Image b) Laplacian

c) Huecke! - Fine Detail d) Huecke! - Coarse Detail

o) Wiener - Fine Detail f) Wiener - Coarse Detail

Fig. 12

e paill

Performance of Edge Detection on Outdoor Scene 2: (2) Original;
(b) Laplacian; (c) Hueckel operator for CONF=,75 and DIFF= 1;

(d) Hueckel operator for CONF=.85 and DIFF= 6; (e) Wiener operator
for A=.05, p=-.9, =10dB, F=.3 and T= 125; (f) Wiener operator for
A=,0125, p=,5, [=3dB, F=,2 and T=3,91.
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